
EXPONENTS OF SKEW POLYNOMIALS OVER PERIODIC RINGS

A. DJAMEL BOUZIDI, AHMED CHERCHEM, AND ANDRÉ LEROY

Abstract. We investigate properties of periodic rings R in view of studying general skew
polynomials f(t) ∈ R[t;σ, δ]. We introduce exponents for these polynomials and give some
properties of this notion. We show, in particular, that this notion is right-left symmetric.
Using the skew evaluation, we generalize the classical connection between the exponent
of a polynomial and the order of its companion matrix.

1. Introduction and preliminaries1

The exponent of a polynomial f(x) with nonzero constant term in Fq[x] is a classical2

tool in the theory of finite fields. It is connected with the order of the roots of f(x) in the3

multiplicative group of the algebraic closure Fq or to the order of its companion matrix4

in the group GLk(Fq), where k is the degree of f(x). This exponent also has a profound5

impact on the study of linear recurrence sequences and on linearized polynomials. We6

refer the reader to the book by Lidl and Niederreiter [15] for basic information about7

this notion. Generalizations of the concept of exponent for polynomials belonging to the8

skew polynomial rings Fq[t;σ] have been investigated in [7]. In the present paper, we9

define exponent for polynomials g(t) ∈ S = R[t;σ, δ], where R is a periodic ring, σ is an10

automorphism of R, and δ is a σ-derivation of R. Noting that the equality tS = St is true11

in S = R[t;σ] but does no longer hold in R[t;σ, δ], we introduce in this setting a notion12

of relative exponents and prove that, for monic polynomials f(t), g(t) ∈ S, and under13

some mild assumptions, there exists a positive integer e such that g(t) divides on the right14

the polynomial f(t)e − 1. This encompasses the classical case where f(t) = t ∈ Fq[t] (or15

f(t) = t ∈ Fq[t;σ]).16

In order to make the paper relatively self contained and also to put the goals in good17

perspective, we present some well-known properties of periodic rings and develop new18

ones. This covers most of the second section. In the third section, we define the notion of19

relative exponent and prove some properties of it. We are in particular interested in the20

left-right symmetry of the exponent. This leads to some cyclic properties of factorizations.21

In particular, we show that in quite general situations, the fact that g(t) divides on the22

right a polynomial te − 1 implies that g(t) also divides te − 1 on the left.23

Let us mention some definition that we will use freely in the text.24

A ring is called strongly clean if every element is the sum of a unit and an idempotent25

which commute. A ring R is called strongly π-regular if for every a in R, there exist a26

positive integer n(a) and an element b in R satisfying an(a) = an(a)+1b. An element r of a27

ring R is periodic if there exist different positive integers m,n such that rm = rn. A ring28
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R is periodic if its elements are periodic. Since these rings are crucial for our purpose,29

we refer the reader to [2], [12], and [5] for more information about them. We mention30

that R is periodic if and only if for each r ∈ R, r = p + n where p is potent (i.e. there31

exists l > 1 such that pl = p), n is nilpotent and rp = pr. Obviously a periodic ring32

is strongly π-regular. We will say that R is Dedekind finite if for any a, b ∈ R, ab = 133

implies ba = 1. A ring R is graded if there exists a family of additive subgroups {Ri}i∈Z34

of R, where R = ⊕i∈ZRi and RnRm ⊆ Rn+m for all n,m ∈ Z. Let U(R), N(R) and J(R)35

denote the set of all units, the set of all nilpotent elements and the Jacobson radical of R,36

respectively. A ring is P.I. if it satisfies a polynomial identity. A ring R is locally finite37

if any finitely generated subring of R is finite. Unless mentioned otherwise, all our rings38

will have an identity. The set of ring endomorphisms of a ring R is denoted End(R). In39

Section 3, we used the computer software SageMath for preparing some examples.40

We now present some tools related to Ore extensions and pseudo-linear maps. Let R be
a ring, σ ∈ End(R) and δ a σ-derivation of R. Recall that δ is an additive map such that
for any a, b ∈ R, δ(ab) = σ(a)δ(b)+δ(a)b). The skew polynomial ring S = R[t;σ, δ] is a ring
whose elements are polynomials

∑n
i=0 ait

i and the product is based on the commutation
rule

∀r ∈ R, tr = σ(r)t+ δ(r).

In this setting, let us remind a few technical matters.41

Definitions 1.1. Let R be a ring, σ an endomorphism of R and δ a σ-derivation of R.42

Let also V stand for a left R-module.43

a) An additive map T : V −→ V such that, for α ∈ R and v ∈ V ,

T (αv) = σ(α)T (v) + δ(α)v

is called a (σ, δ) pseudo-linear transformation (or a (σ, δ)-PLT, for short).44

b) For f(t) ∈ S = R[t;σ, δ] and a ∈ R, we define f(a), the right evaluation of f(t) at45

a ∈ R, to be the only element in R such that f(t)− f(a) ∈ S(t− a).46

c) For a ∈ R, we define Ni(a), by induction:

N0(a) = 1, for i ≥ 0, Ni+1(a) = σ(Ni(a))a+ δ(Ni(a)).

In case V is a finite dimensional vector space and σ is an automorphism, the pseudo-47

linear transformations were introduced by Jacobson in [11]. They appear naturally in the48

context of modules over an Ore extension S = R[t;σ, δ]. This is explained in [13].49

If V is a finitely generated free left R-module, e = {e1, . . . , en} is an ordered set of50

free generators of V , and T is an endomorphism of the left R-module V , let us write51

T (ei) =
∑n

j=1 aijej, aij ∈ R, or with matrix notation T (e) = Ae, where A = (aij) ∈Mn(K).52

The matrix A will be denoted Me(T ).53

Proposition 1.2. Let R be a ring, σ ∈ End(R) and δ a σ-derivation of R. For an additive54

group (V,+), the following conditions are equivalent:55

(1) V has a left S = R[t;σ, δ]-module structure;56
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(2) V is a left R-module endowed with a (σ, δ) pseudo-linear transformation T : V −→57

V ;58

(3) There exists a ring homomorphism Λ : S −→ End(V,+).59

Examples 1.3. (1) If a ∈ R, Ta : R −→ R given by Ta(r) = σ(r)a + δ(r) is a (σ, δ)-60

PLT. Remark that T0 = δ.61

(2) As is well known (cf.[13], [14]), if f(t) =
∑n

i=0 ait
i, we have f(a) =

∑n
i=0 aiNi(a).62

In fact, we also have f(a) = f(Ta)(1) =
∑n

i=0 ai(Ta)
i(1).63

(3) If g(t) ∈ S = R[t;σ, δ], the (σ, δ)-PLT corresponding to S/Sg (cf. Proposition 1.2)64

is given by the action of t. If g(t) is monic of degree n, S/Sg is a left R-free module65

with basis (1, t, . . . , tn−1) and the elements of S/Sg correspond to vectors in Rn.66

With this point of view, the left multiplication by t on S/Sg corresponds to the67

PLT Tg : Rn −→ Rn given by Tg(v) = σ(v)Cg + δ(v), where Cg is the companion68

matrix of g(t) (cf. [13]).69

We will need the following lemma that can be found in [14], Lemma 3.3 (b).70

Lemma 1.4. Let V be a left free R-module with basis e = (e1, ..., en) and T : V → V a
(σ, δ)-PLT. Let A = (aij) = Me(T ) ∈ Mn(R) be the matrix representing T in this basis.
Let g(t) ∈ R[t;σ, δ]. Then g(T )(ei) =

∑n
j=1 g(A)ijej for i = 1, ..., n or, in matrix form,

Me(g(T )) = g(Me(T )),

where σ and δ are naturally extended to matrices and the evaluation of g at Me(T ) is as71

given in the above definition.72

2. Periodic graded rings and P.I. rings73

If R is a periodic ring, then the element 1R + 1R is periodic and this easily leads to74

the first statement of the following lemma. The second is true for any ring of positive75

characteristic.76

Lemma 2.1. Let R be a periodic ring, then77

(1) R has a positive characteristic.78

(2) If q > 0 is the characteristic of R and q = pn1
1 . . . pnss is a decomposition of q as79

product of prime integers, then the ring R is isomorphic to R1 × · · · × Rs, where,80

for 1 ≤ i ≤ s, Ri = q

p
ni
i

R.81

Remark 2.2. We mention that, if R is periodic and R = R1×· · ·×Rs is the decomposition82

from Lemma 2.1, then the rings Ri, 1 ≤ i ≤ s, are stable under the action of σ and δ.83

This leads to the decomposition S = R[t;σ, δ] = R1[t1;σ1, δ1]× · · · ×Rs[ts;σs, δs] with the84

obvious notations.85

Periodic rings have many nice properties. First, let us notice some properties of periodic86

elements.87
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Lemma 2.3. (1) Let r be a periodic element in a ring R. If rn = rm with m < n, then88

for any k ∈ N and j ≥ m, we have rk(n−m)+j = rj.89

(2) If S is a finite subset of periodic elements in a ring R, there exist positive integers90

l, n with l > n such that, for every s ∈ S, sl = sn.91

(3) If u ∈ U(R) is periodic, there exists a positive integer n such that un = 1.92

(4) The periodic elements of the Jacobson radical are nil.93

(5) If a ∈ R is periodic, there exists l = l(a) ∈ N such that al is an idempotent.94

(6) If a, b ∈ R are such that ab is periodic, then ba is periodic.95

Proof. (1) We have rmrn−m = rm, this easily gives that for any k ∈ N, rmrk(n−m) = rm96

and hence also rk(n−m)+j = rj for all j ≥ m.97

(2) It is enough to consider the case when S has two elements, say s0, s1. Since R is98

periodic, there exist integers l0 > n0 and l1 > n1 such that sl00 = sn0
0 and sl11 = sn1

1 . From99

Part 1 above, we get s
(l0−n0)(l1−n1)+j
0 = sj0 and s

(l0−n0)(l1−n1)+j
1 = sj1 for any j ≥ max{n0, n1}.100

(3) This is clear.101

(4) If a ∈ J(R) is periodic, there exist integers m < l such that am(al−m− 1) = 0. Since102

al−m ∈ J(R), al−m − 1 ∈ U(R) and am = 0.103

(5) If a ∈ R and l > m are integers such that al = am, and if k ∈ N is such that104

j := k(l−m)−m > 0, then, according to the point 1 above, we have a2(m+j) = a2k(l−m) =105

am+j+k(l−m) = am+j.106

(6) This is left to the reader. �107

Let us now give a useful characterisation of periodic rings. This can be obtained from108

results in the literature but we offer here a short independent proof.109

Proposition 2.4. Let R be a ring and J = J(R) its Jacoson radical. Then R is periodic110

if and only if J is nil and R/J is periodic.111

Proof. Assume J nil and R/J periodic. These hypotheses imply that, for any a ∈ R, there112

exist l,m, s ∈ N such that l < m and (am − al)s = 0. This is true in particular for the113

element 2 = 1R + 1R ∈ R. This shows that there exists 0 6= q ∈ N such that qR = 0. Using114

the above equality we get that, for any a ∈ R, there exists r ≥ 1 such that ar =
∑r−1

i=0 αia
i,115

where αi ∈ {0, 1, . . . , q− 1}. This shows that the subring generated by a in R is finite and116

hence a is periodic. The converse is an immediate consequence of Part 4 of the precedent117

lemma. �118

We now relate periodic rings with other kind of rings. Let us first recall from the119

introduction, that a ring is strongly π-regular (resp. strongly clean) if and only if for any120

a ∈ R, there exists n ≥ 1 (resp. there exist e = e2 and u ∈ U(R)) such that an ∈ an+1R121

(resp. a = e + u and ue = eu). A ring R has stable range 1 if whenever a, b ∈ R are such122

that aR+ bR = R, there exists x ∈ R with ax+ b right invertible. As it is well-known this123

notion is left-right symmetric.124

Proposition 2.5. Let R be a periodic ring. Then125

(1) R is Dedekind finite.126
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(2) R is strongly π-regular.127

(3) R has stable range 1.128

(4) R is strongly clean.129

Proof. (1) Let a, b ∈ R be such that ab = 1, we know that there exist l, s ∈ N such that130

al = as and l > s. Define eij = bi(1− ba)aj, then we have for any i, j, k, l ∈ N, eijekl = 0 if131

j 6= k and eijekl = eil if j = k, so eiseli = 0. This implies that132

0 = bi(1− ba)asbl(1− ba)ai

= bi(1− ba)albl(1− ba)ai

= bi(1− ba)(1− ba)ai

= bi(1− ba)ai

Left and right multiplying by ai and bi respectively, we get ba = 1.133

(2) This is clear.134

(3) According to a theorem of P. Ara (cf. [1]), every strongly π-regular ring has stable135

range 1.136

(4) We must show that any element a ∈ R can be written as a = e + u, where e2 = e137

is an idempotent, u is an invertible element and moreover ue = eu. Thanks to Lemma 2.3138

(3), we know that there exists n ∈ N such that f = an is an idempotent. The reader can139

check that (a− (1− f))(an−1f − (1 + a+ · · ·+ an−1)(1− f)) = 1. This yields the thesis �140

We will now give one more characterization of periodic rings. We will need the following141

easy lemma.142

Lemma 2.6. Let R be a ring of positive characteristic q. If a, b ∈ R are periodic and143

ab = ba, then a+ b is periodic.144

Proof. It is enough to show that the set P := {(a + b)i : i ∈ N} of powers of a + b is145

finite. Since a and b are periodic and commute, there is only a finite number of words in146

a and b. This means that the set {aibj : i, j ∈ N} is finite. So, for any i ∈ N, (a + b)i is147

a sum of words αaibj, where i and j are both bounded (since a and b are periodic), and148

α ∈ {0, 1, 2, . . . q − 1} (since qR = 0, where q denotes the finite characteristic of R) . This149

yields that P is finite, as desired. �150

Remark 2.7. Let us remark that a similar proof as in 2.6 shows that if a and b are periodic151

elements and p(t) ∈ Z[t] such that ab = p(a)b, then a+ b is periodic. We will not need this152

fact.153

Theorem 2.8. A ring R is periodic if and only if the followings hold:154

(1) R is of positive characteristic,155

(2) R is strongly clean,156

(3) The invertible elements of R are roots of unity.157
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Proof. Thanks to Lemmas 2.1 and 2.3 and Proposition 2.5, we only need to prove that the158

above conditions are sufficient for the ring R to be periodic.159

Assume that R is a ring that satisfies (1), (2) and (3), and let a ∈ R. We can thus write160

a = u + e, where u is invertible, e is an idempotent element and eu = ue. So we have161

e2 = e, and there exists n ∈ N such that un = 1 so that the elements e and u are periodic162

and commute. Lemma 2.6 above shows that a is then periodic, as required. �163

Theorem 2.9. Let R = ⊕i∈NRi be a graded ring such that R0 is a periodic ring. Let164

f = a0 + a1 + ... + am ∈ R, ai ∈ Ri for i ∈ {0, ...,m} and fn =
nm∑
k=0

Ank , where Ank is the165

homogeneous component of fn of degree k. Then, for all k ∈ N, there exist l, s ∈ N with166

l > s and Alk = Ask.167

Proof. Let f =
∑m

i=0 ai ∈ R. Since R0 is periodic, there exist positive integers e, p with168

p < e and ae0 = ap0. Let us notice that Ank is the sum of all words in a0, a1, ..., am of169

length n and degree k. Any word in a0, a1, ..., am of length n and degree k is of the form170

aj10 ac1a
j2
0 ac2 ...acya

jy+1

0 , with 0 ≤ jl ≤ e and
∑y

b=1 cb = k. The number, say h, of such words171

is finite and is independent of n. If w1, ..., wh are all the words in a0, a1, ..., am of length n172

and degree k, then for all n ∈ N, Ank = α1w1 + ...+ αhwh, αi ∈ N. Lemma 2.1 shows that173

0 ≤ αi ≤ q − 1. Therefore, for all k ∈ N, there exist l, s ∈ N, l > s such that Alk = Ask, as174

desired. �175

Corollary 2.10. Let R = ⊕i∈NRi be a graded ring and l ∈ N. Suppose that Ri = 0 for176

i ≥ l. Then R is periodic if and only if R0 is periodic.177

Proof. It is enough to use Part 2 of Lemma 2.3. �178

We saw in Theorem 2.9 that the homogeneous components Ak are periodic. In the next179

proposition, we give a period for each homogeneous component. We keep the notations180

used in Theorem 2.9.181

Proposition 2.11. Let R = ⊕i∈NRi be a graded ring with R0 periodic, and such that182

qR0 = 0 for q ∈ N∗. Then, for f =
m∑
k=0

ak ∈ R, with ak ∈ Rk for 0 ≤ k ≤ m and a0 6= 0,183

we have184

(1) For any positive integers n and k,

Ank =
n−1∑
i=0

k−1∑
j=0

Aik−j−1aj+1a
n−i−1
0 .

(2) If al0 = as0 with l, s ∈ N and l > s, then, for all k ∈ N, Aq
kl
k = Aq

ks
k . Moreover, for185

all a, b ∈ N with b > qks, A
aqk(l−s)+b
k = Abk.186
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Proof. (1) Let f =
m∑
k=0

ak ∈ R, and fn−1 =
(n−1)m∑
k=0

An−1k , then

fn−1f =

(n−1)m∑
i=0

m∑
j=0

An−1i aj =
nm∑
k=0

Ank ,

where Ank =
∑

i+j=k

An−1i aj =
k∑
j=0

An−1k−jaj, A
0
0 = 1 and A0

i = 0, i > 0.

It is clear that An0 = an0 for all n ∈ N∗. Let us prove that, for any positive integers
k and n, we have

Ank =
n−1∑
i=0

k−1∑
j=0

Aik−j−1aj+1 a
n−i−1
0 .

First, for n = 1 and k ∈ N∗, we have A1
k =

k−1∑
j=0

A0
k−j−1 aj+1 = ak. We suppose that

the formula giving Ank is true for all positive integers k and n, and we prove that it
is true for An+1

k . For all k ∈ N∗, we have

An+1
k =

k∑
j=0

Ank−jaj = Anka0 +
k∑
j=1

Ank−jaj

=
n−1∑
i=0

k−1∑
j=0

Aik−j−1aj+1 a
n−i
0 +

k−1∑
j=0

Ank−j−1aj+1

=
n∑
i=0

k−1∑
j=0

Aik−j−1 aj+1 a
n−i
0 ,

as desired.187

(2) We have Al0 = As0, and from Part 1 of Lemma 2.3, A
a(l−s)+b
0 = Ab0 for all a, b ∈ N

with b > s . We use now induction on k. We suppose that

Aq
λl
λ = Aq

λs
λ and A

aqλ(l−s)+b
λ = Abλ

for all λ ∈ {0, 1, ..., k} and for all positive integers a, b with b > qλs, and we prove
that

Aq
k+1l
k+1 = Aq

k+1s
k+1 and A

aqk+1(l−s)+b
k+1 = Abk+1,

with a, b ∈ N and b > qk+1s . From (1), we have

A
aqk+1(l−s)+b
k+1 =

aqk+1(l−s)+b−1∑
i=0

k∑
j=0

Aik−j aj+1 a
aqk+1(l−s)+b−i−1
0 .

Divide the first sum on the right into three parts. Firstly, we note that, for each
λ ∈ {0, 1, ..., k} and v ∈ N∗, we have
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qks−1∑
i=0

Aiλ av a
aqk+1(l−s)+b−i−1
0 =

qks−1∑
i=0

Aiλ av a
b−i−1
0 ,

because of b− i− 1 > s. Secondly, we also have

aqk+1l−qks(aq−1)−1∑
i=qks

Aiλ av a
aqk+1(l−s)+b−i−1
0 = q

qkl−1∑
i=qks

Aiλ av a
aqk+1(l−s)+b−i−1
0 = 0,

since it is easy to see, thanks to our hypothesis, that

qkl−1∑
i=qks

Aiλ av a
aqk+1(l−s)+b−i−1
0 =

2qkl−qks−1∑
i=qkl

Aiλ av a
aqk+1(l−s)+b−i−1
0

...

=

aqk+1l−qks(aq−1)−1∑
i=qkl(aq−1)−qks(aq−2)

Aiλ av a
aqk+1(l−s)+b−i−1
0 .

Thirdly, we now show the following equality

aqk+1(l−s)+b−1∑
i=aqk+1l−qks(aq−1)

Aiλ av a
aqk+1(l−s)+b−i−1
0 =

b−1∑
i=qks

Aiλ av a
b−i−1
0 .

For that, we use the change of variable u = i− aqk+1(l − s), then

aqk+1(l−s)+b−1∑
i=aqk+1l−qks(aq−1)

Aiλ av a
aqk+1(l−s)+b−i−1
0 =

b−1∑
u=qks

A
aqk+1(l−s)+u
λ av a

b−u−1
0 ,

and, since u > qks, then, by hypothesis

b−1∑
u=qks

A
aqk+1(l−s)+u
λ av a

b−u−1
0 =

b−1∑
u=qks

Auλ av a
b−u−1
0 .

Using the values of these three parts, we finally conclude that for all λ ∈ {0, 1, ..., k}
and for all integers a, b, v such that v > 0 and b > qk+1s, we have

aqk+1(l−s)+b−1∑
i=0

Aiλ av a
aqk+1(l−s)+b−i−1
0 =

b−1∑
i=0

k∑
j=0

Aiλ av a
b−i−1
0 .

Therefore,

A
aqk+1(l−s)+b
k+1 = Abk.

�188
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The following lemma is well-known, but we give a short proof for the sake of complete-189

ness.190

Lemma 2.12. A finite direct product of periodic rings is periodic.191

Proof. Let n ∈ N∗ and R =
n∏
i=1

Ri, where, for every 1 ≤ i ≤ n, Ri is a periodic ring. Let192

r = (r1, r2, ..., rn) ∈ R with ri ∈ Ri. For every i ∈ {1, 2, ..., n}, there exist si < li ∈ N such193

that rlii = rsii . Thanks to Part 1 of Lemma 2.3, r
k(li−si)+j
i = rji for any positive integer k194

and any j > si. So, if we choose s = max{si : i ∈ {1, 2, ..., n}} and l =
n∏
i=1

(li − si) + s,195

then l > s and rl = rs. �196

Let T (R, S,M) denote the generalized (or formal) triangular matrix ring, that is, a ring197

of the form

(
R M
0 S

)
under the usual matrix operations, where R, S are rings and M is198

an (R, S)-bimodule.199

Theorem 2.13. Let T (R, S,M) be the generalized triangular matrix ring. Then R and S200

are periodic if and only if T (R, S,M) is periodic.201

Proof. Let R and S be periodic rings. We can consider T = T (R, S,M) as a graded ring202

with T = T0
⊕

T1, where T0 =

(
R 0
0 S

)
and T1 =

(
0 M
0 0

)
. Therefore, from Lemma 2.12,203

T0 is periodic and then, by Corollary 2.10, T is periodic. The converse is obvious.204

�205

By an easy induction, this theorem can be extended to the more general situation of206

generalized triangular matrix rings. Such rings are denoted T (Ri,Mij | 1 ≤ i < j ≤ n),207

where Ri and Mi,j are respectively periodic rings and (Ri, Rj)-bimodules equipped with208

maps guaranteeing that the multiplication of the matrices is well defined and satisfies209

the usual associativity property. If n = 3, this gives that the triangular matrix ring210

S =

R1 M12 M13

0 R2 M23

0 0 R3

 is periodic, because S =

(
A M
0 R3

)
, with A =

(
R1 M12

0 R2

)
and211

M =

(
M13

M23

)
, where R1, R2, R3 are periodic rings, and M12,M23,M13 are respectively212

(R1, R2)-,(R2, R3)-,(R1, R3)-bimodules equipped with a map ψ : M1,2 ×M2,3 −→M1,3.213

Of course, the usual upper triangular matrix over a ring R can be seen in this perspective214

and we get the point one of the following corollary. The second point of this result is an215

easy consequence of Part 2 of Proposition 2.11.216

Corollary 2.14. Let R be a periodic ring.217

(1) The ring of all upper triangular matrices Tn(R) is periodic.218
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(2) Let M ∈ Tn(R). Then there exist integers l, s in N and l > s such that diag(M)l =219

diag(M)s and (M)q
nl = (M)q

ns, where q ∈ N∗ is such that qR = 0.220

Remarks 2.15. (1) Part 2 of Corollary 2.14 was proved in [6] with different techniques.221

(2) We can now answer the following two questions, which were raised in [8].222

• If R is a ring such that the equality xm = x holds for all x ∈ R and a fixed223

m ∈ N∗, when is the ring Mn(R) periodic?224

• If R is a ring with nil Jacobson radical and such that R/J(R) is a finite direct225

product of periodic rings, is R periodic?226

Since a ring R such that for any x ∈ R, there exists n ∈ N, with xn = x is commutative227

and hence P.I., the first question is an obvious consequence of Theorem 2.21 below . The228

answer to the second question is also positive. This is a direct consequence of Lemma 2.12229

and Proposition 2.4.230

In Section 3, we will use the assumption that for some ring R, the ring Mn(R) is periodic.231

We will now mention some cases where this assumption is satisfied.232

Lemma 2.16. If a ring R is locally finite, then, for any n ≥ 1, Mn(R) is periodic.233

Proof. For any matrix A ∈ Mn(R) and for any l ∈ N, we have Al ∈ Mn(S), where S is234

the ring generated by the entries of A. Our hypothesis implies that S is a finite ring and235

hence so is Mn(S). This gives the result. �236

Proposition 2.17. Let D be a division ring that is periodic. Then237

(1) D is a field.238

(2) D is locally finite.239

(3) For any n ≥ 1, Mn(D) is periodic.240

Proof. (1) Since D is periodic and any nonzero d ∈ D is invertible, we get that for any241

d ∈ D, there exists 0 6= nd ∈ N such that dnd = d and a classical result, due to Jacobson242

(cf. [9]), implies that D is commutative.243

(2) This is clear since D is periodic commutative and there exists a positive integer q244

such that qD = 0.245

(3) This is a direct consequence of Lemma 2.16. �246

Proposition 2.18. Let R be an Artinian periodic ring, then Mn(R) is periodic for any247

n ≥ 1.248

Proof. Since R is periodic, J(R) is nil and hence nilpotent because R is also Artinian. This249

implies that J(Mn(R)) = Mn(J(R)) is also nilpotent. On the other hand, Mn(R)/J(Mn(R))250

= Mn(R/J) and R/J is artinian semisimple. Now, R/J is artinian semisimple and hence,251

by the Wedderburn-Artin theorem, R/J ∼=
∏s

i=1Mli(Di), where D1, . . . , Ds are division252

rings. Since R/J is periodic, the division rings D1, . . . , Ds are periodic and Proposition253

2.17 implies that Mn(R/J) ∼=
∏s

i=1Mnli(Di) is periodic. The conclusion follows since,254

according to Proposition 2.4, a ring R is periodic if and only if R/J is periodic and J is255

nil. �256
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Theorem 2.19. Let R be a left (right) Noetherian periodic ring. Then257

(1) The Jacobson radical J(R) is nilpotent.258

(2) R/J(R) is semisimple artinian.259

(3) For any n ≥ 1, Mn(R) is periodic.260

Proof. (1) Since R is periodic, Lemma 2.3 shows that J(R) is nil, and the fact that R is261

left Noetherian implies that J(R) is nilpotent.262

(2) Let us first notice that the ring R is Noetherian, and hence doesn’t contain an infinite263

set of orthogonal idempotents. We claim that primitive idempotents in R are in fact local264

idempotents. Theorem 1 in [16] will then show that R is semiperfect and hence R/J(R) is265

semisimple artinian. So, let e be a primitive idempotent. We need to show that e is a local266

idempotent, i.e. that eRe is a local ring. Let x ∈ eRe\J(eRe). We have to prove that x is267

invertible in eRe. The left ideal eRex of eRe cannot be nil since it is not contained in J ,268

hence there exists 0 6= b ∈ eRex that is not nilpotent. Since R is periodic, a power of b is a269

nonzero idempotent, say f , and we have Rf ⊆ Rx ⊆ Re. The fact that e is primitive leads270

to Rf = Re = Rx. Writing e = rx for some r ∈ R , we get (ere)x = erx = e, showing271

that x is indeed invertible in eRe. By Mueller’s result mentioned above, we get that R/J272

is semisimple artinian.273

(3) By (1), we know that J(R) is nilpotent and hence the same holds for J(Mn(R)). On274

the other hand, R/J is Artinian and hence Theorem 2.18 implies that Mn(R/J) ∼= Mn(R)
J(Mn(R))

275

is periodic. Proposition 2.4 then implies that Mn(R) is periodic. �276

Theorem 2.20. [10] Let R be a periodic P.I. ring and let S be a finitely generated subring277

of R. Then S is a finite ring.278

Theorem 2.21. Let R be a P.I. ring and n ∈ N∗. Then R is periodic if and only if the279

matrix ring Mn(R) is periodic.280

Proof. If R is a periodic P.I. ring, then Theorem 2.20 implies that R is locally finite, and281

the above Lemma 2.16 shows that Mn(R) is periodic. Since R is a subring of Mn(R), the282

converse statement is clear. �283

Corollary 2.22. Let R be a potent ring. Then, for any n ≥ 1, the matrix ring Mn(R) is284

periodic.285

Proof. The classical commutativity theorem implies that a potent ring is commutative.286

The corollary is then an obvious consequence of Theorem 2.21. �287

Definition 2.23.288

Let e ∈ N∗. A ring R is called periodic of bounded index of periodicity e if for every x ∈ R,289

there exist m,n ∈ N such that xn = xm with m < n ≤ e. A ring R is called periodic of290

bounded index of nilpotence if R is periodic and there exists n ∈ N∗ such that, for every291

x ∈ N(R), xn = 0.292
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Lemma 2.24. Any periodic ring of bounded index (of nilpotence or periodicity) satisfies a293

polynomial identity.294

Proof. Let x ∈ R. Since the ring is periodic, there exist m,n ∈ N, such that xn = xm with295

n > m ∈ N. Therefore, xk(n−m)+j = xj for each positive integer k and each j > m. Now,296

as R is of bounded index of periodicity e, then n−m ∈ {1, 2, ..., (e− 1)}, so for all x in R,297

we have x(e−1)!+e = xe. This gives a P.I. for R.298

The case of bounded index of nilpotence is proved in Proposition 1 in [10]. �299

Corollary 2.25. Let R be a periodic ring. If R is of bounded index (of nilpotence or300

periodicity), then Mn(R) is a periodic ring.301

Some infinite matrix rings over a periodic ring can also give rise to periodic rings. Let us302

briefly mention two examples. Let R be a periodic ring such that, for any n ≥ 1, Mn(R) is303

also periodic. Consider the ring T of matrices with entries in R whose rows and columns304

are indexed by an infinite set J . Let S be the subring of T consisting of the matrices305

that are of the form A + rI, where A is an infinite matrix that has only a finite number306

of nonzero rows and rI is the diagonal matrix having the same element r all along the307

diagonal. It can be shown that this ring S is indeeed periodic. The ring S contains the308

ring T of matrices of the form A+ rI, where A is a finite matrix.309

In fact, in case J is the set of natural numbers, T can also be viewed as a direct limit310

of the set of finite matrix rings, and the fact that T is periodic can be deduced from the311

following proposition. We leave the proof of it to the reader.312

Proposition 2.26. A direct limit of periodic rings is periodic.313

Remark 2.27. Since periodic rings have a nil Jacobson radical, the class of periodic rings314

satisfy the Köthe conjecture, i.e. if I and J are two right (left) nil ideals of a periodic ring,315

then the sum I + J is also nil. The question whether the matrix rings Mn(R) are periodic316

when R is periodic is strongly connected to the Köthe conjecture itself. We intend to come317

back to this problem in a future work.318

3. Exponents of polynomials over P.I. periodic rings319

We begin this section with the following proposition, which shows that periodic rings320

may appear as homomorphic image of a skew polynomial ring.321

Proposition 3.1. Let R be a periodic ring with positive characteristic q, and let n ∈ N∗.322

Then the ring R[t;σ]/(tn) is periodic.323
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Proof. The polynomial ring R[t;σ] is a Z-graded ring with Ri = Rti for i > 0, and Ri = 0324

for i < 0. Let f(t) ∈ R[t;σ]. Since R is periodic, Theorem 2.9 shows that the coefficients325

of the same degree in the successive powers of f form a finite set. Then, in the quotient326

ring R[t;σ]/(tn), all the coefficients of all the powers of f form a finite set. This shows that327

{fk + (tn) : k ∈ N} must be finite and hence f(t) + (tn) is periodic.328

�329

Example 3.2. Let R be a periodic ring of characteristic 2 and σ ∈ End(R). Let f(t) =330

at + b ∈ R[t;σ]/(t2) with b3 = b . Then we have f(t)2 = b2 + (ba + aσ(b))t and f(t)3 =331

b + αt, where α = b2a + baσ(b) + aσ(b2). Therefore, f(t)3f(t)3 = b2 + (bα + ασ(b))t and332

bα + ασ(b) = ba+ aσ(b), hence f(t)6 = f(t)2.333

The notion of exponent is a classical one for polynomials with coefficients in a finite334

field. More general concepts have been introduced in [7]. The following definition recalls335

this notion in a general setting.336

Definition 3.3. Let f, g be two elements in a ring S. When it exists, the smallest nonzero337

integer e ∈ N such that f e − 1 ∈ Sg (resp. f e − 1 ∈ gS) is called the right (resp. left)338

exponent of g relatively to f and denoted er(g, f) (resp. el(g, f)). In the more classical339

case, when f(t) = t, the exponents of g with respect to the variable t will be denoted by340

er(g) and el(g).341

The notion of relative exponent appears naturally while working with polynomials of a342

general Ore extensions S = R[t;σ, δ]. In this setting, it is not always possible to define343

an exponent of g ∈ S with respect to t, but, under some circumstances (related to the344

non simplicity of S, for instance), we might find an invariant (semi invariant) polynomial345

f ∈ S for which we have fa = σn(a)f , for a ∈ R and n = degf . It is then often possible346

to compute the exponent of g with respect to f . We will be particularly concerned with347

exponents of polynomials g ∈ R[t;σ, δ] with respect to t when R is a periodic ring. Notice348

that the exponent may not exist (e.g. er(0, f) exists only if f is root of unity) and some349

conditions will be imposed to obtain existence of the relative exponents. We first work in350

a general ring and then will concentrate on Ore extensions with periodic base rings.351

Lemma 3.4. Let f, g, f1 be elements of a ring S such that g is neither a left nor a right352

zero divisor in S, gf = f1g, and Sg + Sf = S. Suppose that the endomorphism ring353

End(S/Sg) is periodic, then354

(1) End(S/gS) is also periodic.355

(2) gS + f1S = S.356

(3) There exists a positive integer e such that f e − 1 ∈ Sg and f e1 − 1 ∈ gS.357

(4) If fg ∈ gS, there exists e ∈ N such that f e − 1 ∈ Sg ∩ gS.358

Proof. (1) The idealizer Idl(Sg) = {h ∈ S : gh ∈ Sg} is a subring of S which is the359

maximal one in which Sg is a two-sided ideal. Moreover, the quotient T = Idl(Sg)/Sg ∼=360

EndS(S/Sg). Elements of EndS(S/Sg) are right multiplication by elements from Idl(Sg).361
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If c ∈ Idl(Sg), there exists c1 ∈ S with gc = c1g. But then c1 ∈ Idl(gS) and left362

multiplication by c1 gives rise to an element of End(S/gS). Since g is not a zero divisor,363

the element c1 corresponding to c is unique and, writing the endomorphisms on the opposite364

side of the action of S, we leave it to the reader to check that the map ψ : EndS(S/Sg)→365

EndS(S/gS) sending the right multiplication by c to the left multiplication by c1 is indeed366

a ring isomorphism. This allows us to conclude that EndS(S/gS) is also periodic.367

(2) The assumption that Sg + Sf = S can be translated by saying that the right368

multiplication by f , denoted Rf , in EndS(S/Sg) is onto. Since EndS(S/Sg) is periodic369

and hence Dedekind finite (cf. Proposition 2.5), Rf is in fact an isomorphism. Let us370

denote the left multiplication by f1 as Lf1 . We have ψ(Rf ) = Lf1 , where ψ is the ring371

isomorphism defined in (1) above. This implies that Lf1 is also an isomorphism and, in372

particular, it is onto. Hence we get gS + f1S = S.373

(3) Since the ring EndS(S/Sg) is periodic, hence Dedekind finite, we have seen in (2)374

above that Rf ∈ End(S/Sg) is an isomorphism. Part 3 of Lemma 2.3 implies that f e−1 ∈375

Sg. Similarly the element Lf1 ∈ EndS(S/gS) is invertible and we get f e1 − 1 ∈ gS.376

(4) Let us suppose that fg = gf2. The second equality of the above statement (3), with377

f1 replaced by f , leads to f e − 1 ∈ gS and gives the conclusion. �378

Let us now consider the existence of relative exponents in the case of skew polynomials.379

Theorem 3.5. Let R be a ring and n ≥ 1 be such that Mn(R) is a periodic ring, and let380

g ∈ S = R[t;σ, δ] be a monic polynomial of degree n. Then381

(1) The ring T = Idl(Sg)/Sg is periodic, where Idl(Sg) = {h ∈ S : gh ∈ Sg}.382

(2) If f ∈ S is a monic polynomial such that Sf + Sg = S, and gf ∈ Sg, then there383

exists e ∈ N∗ such that f e − 1 ∈ Sg. In particular, er(g, f) exists.384

Proof. (1) The set Idl(Sg) = {h ∈ S : gh ∈ Sg} is the idealizer of Sg. Since any385

S-endomorphism of S/Sg is also an R-endomorphism, we have an embedding of T =386

Idl(Sg)/Sg ∼= EndS(S/Sg) in EndR(S/Sg). The fact that g is monic implies that the387

module S/Sg is a free left R-module of dimension n. We thus have that EndS(S/Sg) is388

embedded in Mn(R) and our hypothesis implies that T = Idl(Sg)/Sg is periodic.389

(2) Since T = Idl(Sg)/Sg is periodic, the above Lemma 3.4 yields the conclusion. �390

Remarks 3.6. 1) Of course, a statement similar to that of Theorem 3.5 holds if, with the391

same notations, we have gS + fS = S and fg ∈ gS.392

2) As an obvious consequence of Part 1 of Theorem 3.5, let us mention that if g ∈ S is393

monic and such that Sg = gS, then S/Sg is periodic.394

3) There is a more concrete point of view on the eigenring T in the proof above. As395

mentioned T ∼= EndS(S/Sg) and this ring is in fact isomorphic to the kernel of the additive396

map TC − LC acting on Mn(R), where n = deg(g), C is the companion matrix of g, LC is397

the left multiplication by C, and TC is the (σ, δ) pseudo-linear transformation induced by398

C (i.e. Tc(B) = σ(B)C + δ(B) for any B ∈Mn(R)).399

The following corollary is an immediate consequence of Theorems 3.5 and 2.21.400
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Corollary 3.7. Let R be a periodic P.I. ring, and let f, g ∈ S = R[t;σ, δ] be monic401

polynomials such that fS = Sf . If Sf +Sg = S, then there exists a positive integer e such402

that f e − 1 ∈ Sg.403

The next result is then obtained from the above corollary 3.7 and lemma 2.24.404

Corollary 3.8. Let R be a periodic ring of bounded index of periodicity and g ∈ R[t;σ] with405

invertible constant term. Then there exists a positive integer e such that te − 1 ∈ R[t;σ]g.406

We now give some properties of exponents.407

Proposition 3.9. Let f, f1, f2, g, h be elements in a ring R, and suppose that g is neither408

a right nor a left zero divisor.409

(1) Suppose gf = f1g. For any e ≥ 1, we have f e − 1 = hg if and only if f e1 − 1 = gh.410

(2) Suppose that gf = f1g and fg = gf2. For any e ≥ 1, we have f e − 1 = hg if and411

only if f e − 1 = gh.412

Proof. (1) Suppose we have f e − 1 = hg. Left multiplying by g, we get gf e = g + ghg =413

(1 + gh)g. Our hypothesis then gives f e1g = (1 + gh)g. This leads to the conclusion since g414

is not a right zero divisor. Retracing our steps, we get the proof of the converse statement.415

(2) First, notice that we have f1g
2 = gfg = g2f2. Now, suppose we have f e − 1 = hg.416

By the preceding statement, we have f e1 − 1 = gh and hence f e1g
2 − g2 = ghg2. Using417

our hypotheses, we successively get g2f e2 − g2 = ghg2 and hence f eg2 − g2 = ghg2. The418

fact that g is not a right zero divisor then gives f e − 1 = gh. The converse implication is419

obtained similarly or just by symmetry. �420

The next lemma lists some elementary properties of the relative exponents. The last421

statement of this lemma is a direct consequence of Proposition 3.9. The other statements422

come from [7].423

Lemma 3.10. Suppose that f, g, h are elements in a ring R such that er(g, f) and er(h, f)424

exist. Then :425

(1) g is a right factor of f l − 1 if and only if er(g, f) divides l;426

(2) If g is a right factor of h, then er(g, f) divides er(h, f);427

(3) If Rg∩Rh = Rm, then er(m, f) exists and it is equal to the least common multiple428

of er(g, f) and er(h, f);429

(4) If g is such that gR = Rg, then er(g, f) = el(g, f).430

We will now look at the properties of exponents in the case of skew polynomial rings431

S = R[t;σ, δ]. Remark that the classical exponent for polynomials refers to the exponent432

of g(t) ∈ Fq[t] relative to the variable t. A bit more general is the case of exponents of433

polynomials g(t) ∈ R[t;σ] = S with respect to t, where R is periodic. Remark that, in434

this case, tS = St. We will thus assume that our polynomial f is also such that fS = Sf .435
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This assumption will also lead to left right symmetry, as we will show quite generally in436

the following proposition.437

Proposition 3.11. Let f, g, h be a monic polynomials in S = R[t;σ, δ], and suppose that438

Sf = fS. Then hg = f e − 1 if and only if gh = f e − 1. In particular, when they exist, we439

have er(g, f) = el(g, f).440

Proof. Let g1 ∈ S be such that f eg = g1f
e and notice that g1 is then a monic polynomial441

with deg(g1) = deg(g). Multiplying hg = f e−1 on the left by g1, we obtain g1f
e−g1 = g1hg442

and hence (f e − g1h)g = g1. Since g and g1 are monic polynomials of the same degree, we443

get that f e − g1h = 1, and also g = g1. The other implication is obtained similarly and444

leads to the desired conclusion. �445

Corollary 3.12. Let R be a ring, R[t;σ] the skew polynomial ring over R with automor-446

phism σ, and g, h ∈ R [t;σ] be such that h is monic. Then hg = te − 1 for a positive447

integer e if and only if gh = te − 1. In particular, if the exponent e of g exists, then448

e = er(g) = el(g) and the coefficients of g are fixed by σe.449

Proof. The first part of the corollary follows directly from Proposition 3.11 with f = t. We450

extend σ to the Ore extension S = R[t;σ] by defining σ(t) = t. Since e is the order of g,451

there exists h ∈ S such that gh = hg = te − 1 and we get gte − g = g(te − 1) = ghg =452

(te − 1)g = σe(g)− g. This gives gte = σe(g)te and hence σe(g) = g, as desired. �453

When σ and δ commute, we can extend σ to the Ore extension S = R[t;σ, δ] itself by454

putting σ(t) = t. This can be easily checked. We continue to write σ for this extended455

map, hence σ becomes an automorphism of S. With this in mind, the reader can easily456

check the following corollary.457

Corollary 3.13. Let R, σ, δ be a ring, an automorphism of R and a σ-derivation of R458

such that σδ = δσ. If g(t) is a monic polynomial such that e(g) = e(g, t) exists then459

e(g) = e(σ(g)).460

Definition 3.14. Let g(t) =
∑n

i=0 ait
i ∈ S = R[t;σ], with σ an automorphism of R. The461

reciprocal polynomial, denoted g∗, is defined by g∗ =
∑n

i=0 σ
i(an−i)t

i
462

The notion of reciprocal polynomial is important in coding theory, where the reciprocal463

of a check polynomial of a cyclic code is the generator polynomial of the dual code. Codes464

using polynomials over Ore extensions have been studied, e.g. in [3] and [4]. The reciprocal465

polynomial is known only in the case of Ore extension of automorphism type (i.e. δ = 0).466

This was presented together with some of its properties in [3].467

Proposition 3.15. Let g ∈ R[t;σ] and suppose that e(g) = e(g, t) is the exponent of g,468

then e(g) = e(g∗).469
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Proof. The proof is a direct consequence of the definition of the exponent and of the470

formulas (fh)∗ = σk(h∗)f ∗ and (f ∗)∗ = σk(f), where k = deg(f). �471

Examples 3.16. (1) Let F16 = F2(α) be the finite field with α4 = α+ 1, and let σ be472

the Frobenius automorphism defined by σ(a) = a2, a ∈ F16. The order of σ is 4.473

Consider the polynomials in F16[t;σ] defined by f(t) = t3 + α5t2 + α5t + α10 and474

g(t) = t3 + α10t2 + α5t+ α5. Then we have f(t)g(t) = g(t)f(t) = t6 − 1.475

If f is not monic, the result is not true as the following example shows.476

(2) Let F4 = F2(α) with α2 = α+ 1 and let σ be the Frobenius automorphism defined477

by σ(a) = a2, a ∈ F4. Now, consider the polynomials in F4[t;σ] defined by f(t) =478

αt3 +αt+α2 and g(t) = αt4 +αt2 +αt+α. Then we have f(t)g(t) = t7− 1, while479

g(t)f(t) = α2t7 − 1.480

Corollary 3.12 can be useful to factorize polynomials of the form tn − 1 ∈ R[t;σ]. If481

tn − 1 = f1...fr, with fi monic for 1 ≤ i ≤ r, then we obtain r − 1 other factorizations of482

tn − 1 by cyclic permutation of the factors.483

We now intend to relate the exponent of a monic polynomial g(t) =
∑n

i=0 ait
i ∈ S =

R[t;σ, δ] with the order of its companion matrix C = Cg ∈ GLn(R), where

Cg =


0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

...
0 0 0 · · · 1
−a0 −a1 −a2 · · · −an−1

 ∈Mn(R).

We have seen that the left S-module V := S/Sg played an important role in the proof of484

Theorem 3.5. The (σ, δ)-PLT attached to this module (see Proposition 1.2) is given by the485

left multiplication by t. The matrix corresponding to this PLT in the basis {1, t, . . . , tn−1}486

is just C = Cg. Since we are working with twisted polynomials, it is expected that the487

order of Cg is not the usual one. Using the definition (c) in 1.1, we now introduce the488

following notion.489

Definition 3.17. Let R, σ, δ be a ring, an automorphism and a σ-derivation, respectively.490

An element a ∈ R is of finite (σ, δ)-order if there exists a positive integer l such that491

Nl(a) = 1. When it exists, the smallest l > 0 such that Nl(a) = 1 is called the (σ, δ)-order492

of a, and denoted ordσ,δ(a) = l.493

When δ = 0, this notion was introduced in [7] and we refer the reader to this paper494

for more details and information about the σ-order and its elementary properties. In the495

next proposition we extend naturally both σ and δ to any matrix ring over R, and hence496

we have the notion of (σ, δ)-order for matrices over the ring R. Let us first establish the497

following easy lemma.498

Lemma 3.18. Let f(t) =
∑l

i=0 ait
i, g(t) ∈ S = R[t;σ, δ] be such that g(t) is monic of499

degree n, and let us denote its companion matrix by Cg ∈Mn(R). Then500
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(1) The left multiplication by t on S/Sg is a (σ, δ) pseudo-linear transformation. Its501

associated matrix in the basis (1, t, ..., tn−1) is Cg.502

(2) The matrix in the basis (1, t, ..., tn−1) corresponding to the left multiplication by f(t)503

is given by
∑l

i=0 aiNi(Cg).504

(3) If the row v ∈ Rn represents the coordinates of h(t) ∈ S/Sg, then the coordinates

of f(t)h(t) in this basis are given by

l∑
i=0

i∑
k=0

aif
i
k(v)Nk(Cg),

where the map f ik is the sum of all the words in σ and δ with k letters σ and i− k505

letters δ.506

(4) The polynomial f(t) is right divisible by g(t) if and only if
∑l

i=0 ai(1, 0 . . . , 0)Ni(Cg) =507

(0, . . . , 0).508

Proof. (1) This is clear.509

(2) This is exactly the content of Lemma 1.4.510

(3) This is left to the reader.511

(4) Remark first that fki ((1, 0, . . . , 0)) = (0, . . . , 0), if i < k, and fkk ((1, 0, . . . , 0)) =512

σk((1, 0, . . . , 0)) = (1, 0, . . . , 0). Using this, the fact that f(t) ∈ Sg if and only if f(t).1 = 0513

easily implies that
∑l

i=0 ai(1, 0, . . . , 0)Ni(Cg) = 0. �514

Theorem 3.19. Let R, σ, δ be a ring, an automorphism and a σ-derivation of R, respec-515

tively. Denote by S and A the Ore extensions S = R[t;σ, δ] and A = Mn(R)[t;σ, δ]. We516

suppose that g ∈ S is a monic polynomial of degree n which is such that ordσ,δ(Cg) = l.517

Then518

(1) er (t− Cg) = ordσ,δ (Cg) .519

(2) er (g) = ordσ,δ (Cg) .520

Proof. (1) We have l = ordσ,δ(Cg) = min{r ∈ N∗ : Nr(Cg) = In} = min{r ∈ N∗ :521

tr − In ∈ A(t− Cg)} = er (t− Cg).522

(2) Let us denote β = {1, t, . . . , tn} the basis of S/Sg over R. The matrix of (TCg)
l

523

relative to this basis is Nl(Cg) = In. We thus have, in particular, (t.)l.1 = 1, i.e.524

tl − 1 ∈ Sg. We conclude that er(g(t)) divides l = ordσ,δ (Cg).525

Conversely, if g(t) divides tr−1 in S ⊂ A = Mn(R)[t;σ, δ], for v = (In, 0, 0, . . . , 0) ∈526

(Mn(R))n, the statement (4) in Lemma 3.18 l̃eads to T rg (v) = vNr(Cg). This quickly527

leads to Nr(Cg) = In ∈ Mn(R), and hence we have l = ordσ,δ(Cg) < r. This yields528

the conclusion.529

�530

If we use the notation introduced earlier for the evaluation of a skew polynomial, we can531

write
∑l

i=0 aiNi(Cg) = f(Cg). With this in mind, we have the following corollary.532
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Corollary 3.20. Let R, σ, δ, f(t), g(t) be a ring, an automorphism of R, a σ-derivation of533

R, and monic polynomials in S = R[t;σ, δ], respectively. Then, denoting Cg ∈ Mn(R) the534

companion matrix of g(t), we have f(t)r − 1 ∈ Sg(t) if and only if (1, 0, . . . , 0)f r(Cg) =535

(1, 0, . . . , 0).536

In particular,

tr − 1 ∈ Sg(t) if and only if Nr(Cg) = In.

Furthermore, when they exist, the exponent of g(t) (with respet to t) and the (σ, δ)-order537

of Cg are equal.538

The above corollary shows the importance of knowing when the companion matrix Cg of539

the polynomial g is of finite (σ, δ)-order. In full generality, it is a very challenging question540

but, if δ = 0, the situation is much more tractable.541

Theorem 3.21. Let R be a periodic P.I. ring, and σ ∈ Aut(R) be such that σl = idR for542

some l ∈ N∗. Let g(t) = tn + an−1t
n−1 + · · · + a0 ∈ R[t, σ] be a monic polynomial with543

a0 ∈ U(R), and denote Cg the companion matrix of g(t). Then Cg is of finite σ-order and544

er(g) = ordσ(Cg).545

Proof. The equality between the σ-order of Cg and the exponent comes directly from the546

above theorem 3.19. We only have to show that Cg is indeed of finite σ-order. Now, from547

Theorem 2.21, the ring Mn(R) is periodic, so a nonzero divisor matrix must be invertible. If548

we suppose that Cg is a zero-divisor, then there exists 0 6= M ∈Mn(R) such that MCg = 0.549

But the fact that a0 ∈ U(R) implies that M = 0, a contradiction. Hence Cg is invertible.550

This leads to σk(Cg) is invertible, for all k ∈ N. Notice also that Nk(Cg) ∈ Mn(S), where551

S is the subring of R generated by {σk(ai) : 0 ≤ k < l, 0 ≤ i < n}. Theorem 2.20 implies552

that Mn(S) is finite. By Statement c of Proposition 2.1 in [7], Cg is of finite σ-order. �553

Remark 3.22. One of the problems that arises when trying to extend the above Theorem554

3.21 to the case when δ 6= 0, is that, in this case, even if Cg is invertible, Ni(Cg) need not555

be invertible.556

Examples 3.23. (1) Let R be a ring of characteristic 2, σ = Id, and let f(t) =

t2 + at+ 1 ∈ R[t;σ], with a4 = a2. The companion matrix of f(t) is Cf =

(
0 1
1 a

)
.

By computing the powers of Cf , we obtain N12(Cf ) = C12
f = I2. We can verify that

t12+1 =
(
t2 + at+ 1

)
(t10+at9+(a2+1)t8+a3t7+t6+(a3+a)t5+t4+a3t3+(a2+1)t2+at+1).

(2) Consider the Galois ring R = Z/4Z [ξ] = {a+ bξ : a, b ∈ Z/4Z, ξ2 + ξ + 1 = 0} .
Let σ ∈ Aut(R) defined by σ (a+ bξ) = a+ bξ2, for all a, b ∈ Z/4Z. The exponent
of f (t) = t2 + t+ ξ ∈ R [t;σ] is 8, and we have

t8 − 1 =
(
t2 + t+ ξ

) (
t6 + 3t5 + (3ξ + 1)t4 + 2t3 + (2ξ + 1)t2 + t+ ξ + 1

)
.
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Example 3.24. If t6 − 1 ∈ F16 [t;σ] is as described in Example 3.16(1) above, we have

t6 − 1 = (t2 + α10)(t2 + α5)(t+ α5)(t+ α10).

By shifting the polynomials, we obtain557

t6 − 1 = (t2 + α5)(t+ α5)(t+ α10)(t2 + α10)

= (t+ α5)(t+ α10)(t2 + α10)(t2 + α5)

= (t+ α10)(t2 + α10)(t2 + α5)(t+ α5).
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